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Forecasting accuracy allows the possibility to better allocate and plan resources improving sales and operations planning (S&OP). Our approach defines an optimized process to select and calibrate models for time series data applied in a consumer electronics company, minimizing the need of expert interventions. We highlight the impact of choosing the properties that govern the behavior of the models (Hyperparameters) and propose a process for model selection between Exponential Smoothing and SARIMA forecasting methods. We expand this approach to deep learning LSTM model. Also, the methods for each model are reviewed based on multi-criteria performance metrics. The results show the advantages of the proposed process for model selection and the reduced complexity and implementation for such models in a business environment.
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1. Introduction

Traditionally, demand forecast has served as one important foundation for production planning and supply chain. It interferes directly in activities such as sourcing, manufacturing, distribution. Besides being a technique widely used its accuracy remains a challenge for many companies due to uncertainty present in customer behavior either in B2C and B2B environment (Syntetos et al. 2016; Abolghasemi et al., 2020). Demand forecast predicts two vital pieces of information for a business: (1) the expected demand in a given period, and (2) how much uncertainty is associated with a prediction.

There are several quantitative models available in the literature to address forecasting problems. They range from simple (and very useful) moving average, passing by exponential smoothing (considering or not trends and/or seasonality), autoregressive moving average models (Gooijer; Hyndman 2006), until moderns machine learning such as neural networks. (Tealab, 2018). One question remains: what is the best technique to have predictions that are more accurate and feasible to maintain?

Forecasting is often modelled in the context of time series data, which consists of values observed at discrete points in time. The available methods today for modelling time series forecasting provide increasing complexity if one wants to extract all the potential from the most recent research (Parmezan; Souza; Batista, 2019). In consequence, it is harder for business to complete explore and choose which forecasting model to apply and adopt a process to maintain. In the era of big data (Boone et al. 2019) powered by computing processing, there has been a shift in applying not only traditional forecasting techniques but also machine learning algorithms such as Neural Networks (NN). Neural Networks, motivated by their data driven approximation of any linear or nonlinear function, contributed to the largest number of publications of any area in operational research according to Fildes et al. (2008) and they formed one of the top four areas of growth in forecasting journals in 2006 according to Crone, Hibon and Nikolopoulos (2011).

Looking to quantify how better NN models perform in forecasting is a discussion introduced by Crone, Hibon and Nikolopoulos (2011) and later in Makridakis, Spiliotis and Assimakopouloset (2018), through a series of competitions known as Makridakis Competitions. The Makridakis (M) Competitions are a series of open competitions to evaluate and compare the accuracy of different forecasting models including NN. Professor Spyros Makridakis from University of Nicosia (UNIC) started these competitions to evaluate the performance of existing and new forecasting models (Makridakis; Hyndman; Petropoulos, 2020). There have been six
M Competitions since 1982 (M6 started in 2022), each differing in the number of time series used, the forecasting methods experimented with and other features regarding the structure of data.

In those competitions as well in the context of this work, traditional forecasting models are referred to exponential smoothing (ES) methods and autoregressive moving average (ARIMA) models. These models have a pre-defined functional form with parameters that govern the predictions. For this reason, they are also called parametric models. Machine learning methods do not have a pre-defined functional form as this will change according to different learning features specific for each type of algorithm. Because of this they are referred to as non-parametric. How well these machine learning models perform compared against traditional models is what these competitions explore.

Although the results from the M4 forecasting competition have clearly shown the potential of NNs (Makridakis; Spiliotis; Assimakopoulos, 2020), ES and ARIMA have traditionally supported forecasting in a univariate context not only from their accuracy but also being relatively simple to implement comparing to complex Recurrent Neural networks (RNN) models. In RNNs connections between neurons in a layer can create a cycle, allowing output from previous nodes to affect subsequent input nodes. This allows it to exhibit temporal dynamic behavior.

Regardless of the recent successes of RNNs in forecasting, practitioners may still be reluctant to try RNNs as an alternative since they may not have the expert knowledge to achieve satisfactory accuracy. Additionally, no established guidelines exist as to when traditional statistical methods will outperform RNNs, which architecture should be used or how their parameters should be tuned for improving forecasting accuracy.

Even for traditional forecasting methods, implementation does become a challenge when involves multiple time series. Export knowledge is key, starting with the identification of potential issues with the series (data preprocessing), moving to which model to choose, how to calibrate its parameters and finally how to measure performance, making this whole process lengthy and complex.

Therefore, adopting an optimized processual approach that can implement and measure performance between forecasting methods can help companies and practitioners explore different type of models available in the literature and easy scale across different business.

The objective of this investigation is to propose an optimized model calibration method using grid search algorithm for the best hyperparameters. Searching algorithms works to select the
hyperparameters first, so the resulting functional form of the prediction equation can be defined. After, the parameters of this function are found by minimizing an objective function. This method aims to be applied in two different forecasting model types: (1) parametric statistical forecasting ES and Seasonal ARIMA; and (2) non-parametric RNN LSTM model, using data resampling and error performance techniques. Based on the calibration delivered by the method, forecast practitioners should be able to select the most suitable model.

2. Literature Review

The main characteristics of many time series are trends and seasonal variations that can be modelled deterministically with mathematical functions of time. Another important feature is that observations which are close together in time tend to be correlated (serially dependent). Much of the methodology in a time series analysis is aimed at explaining this correlation through statistical models, descriptive methods and more recent non-linear data driven models. Once a model is fitted to data and evaluated, it can be used to forecast future values. Exponential Smoothing started in the 1950s and 1960s and provided a simple but useful classification of the trend and the seasonal patterns depending on whether they are additive or multiplicative. Exponential smoothing methods were improved later in 1985 to include additive damped trend and in 2003 methods with a multiplicative damped trend formed the set of equations we use in our method (GOOIJER; HYNDMAN 2006).

In 1976, Box and Jenkins integrated the existing knowledge at that time of, autoregressive and moving average concepts in one model and applied in a three-stage cycle of time series identification, model estimation (parameters) and verification (error metrics). The Autoregressive Integrated Moving Average (ARIMA) model as it is known had an enormous impact on the theory and practice time series analysis and implementation since then. With the popularization of the computer in the 90´s it popularized the use of these models for both ARIMA and Exponential Smoothing methods, improving forecasting performance by better selection and fitting it´s parameters (GOOIJER; HYNDMAN 2006).

After some initial skepticism discussed within M4 competition, Recurrent Neural Networks has shown superior feature extraction ability and has made a great contribution to improving the accuracy of time series forecasting. Additionally, having historical time series with an adequate length and additional features (multivariate) presents an opportunity to explore if more complex models than those obtained with traditional time-series provides better performance.
Recurrent Neural Networks can automatically handle temporal structures like trends and seasonality, learn arbitrary complex mappings, support multiple inputs and outputs and principally address long-term information preservation. One of the earliest approaches to address this was the Recurrent Neural Network called Long-Short term Memory LSTM defined by Hochreiter and Schmidhuber (1997).

Most of publications that approach model selection criteria for time series laid out the best statistics and optimization methods to find the parameters such as Billah, Hyndman, Koehler (2003). Usually, it is considered that pre-defined model hyperparameters that govern the general behavior of those models is known and was already selected. Error metrics are then used to compare the best model.

Questions remain on what are the different hyperparameters and how to apply it in the dataset? What are the performance metrics and how to measure?

According to Yang and Shami (2020) model parametrization is challenging and search algorithms for model calibration has attracted the attention of the scientific community. The idea of optimizing models by automatically searching the best hyperparameters was shared by Bergstra and Bengio (2012) who introduced the Random Search algorithm to compare with Grid Search, then a more complex iterative procedure called Bayesian search was discussed by Gelbart; Snoek; Adams (2014).

Let denote a functional form $\hat{f}$ with N hyperparameters. The domain of the n-th hyperparameter by $\hat{f}_n$ and the overall hyperparameter configuration space applied to $\hat{f}$ as $\hat{f} = \hat{f}_1 \times \hat{f}_2 \times \ldots \hat{f}_N$. A vector of hyperparameters is denoted by $\lambda \in \hat{f}$, and $\hat{f}$ with its hyperparameters initiated to $\lambda$ is denoted by $\hat{f}_\lambda$.

The domain of a hyperparameter can be real-valued (e.g., learning rate), integer valued (e.g., number of layers), binary (e.g., whether to use early stopping or not), or categorical (e.g., choice of optimizer). For integer and real-valued hyperparameters, the domains are bounded to feasible values for reduced optimization time (FEURER; HUTTER, 2019).

Studies devoted to facilitate this optimization search process includes strategies such as grid search (Feurer; Hutter, 2019), random search (Feurer; Hutter, 2019; Bergastra; Bengio, 2012), evolutionary (Metaheuristic) algorithms (Rashid; Fattah; Awla, 2018; Rere; Fanany; Arymurthy, 2016), Bayesian optimization (Feurer; Hutter, 2019 ; Gelbart; Snoek; Adams 2014) and differentiable architecture search (Liu; Simonyan; Yang, 2019).

The two basic hyperparameter optimization algorithms are the Grid Search and Random search. Grid search is also known as full factorial design, and it suffers from the curse of dimensionality
since the required number of function evaluations grows with the dimensionality of the configuration space.

A simple alternative to grid search is random search. It uses sampling of $\hat{F}$ at random until a certain allowed number for the search is exhausted. This works better than grid search when some hyperparameters are much more important than others (Bergastra; Bengio, 2012).

Figure 1 - Comparison of grid search and random search for minimizing a function with one
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Source: Adapted from Bergstra and Bengio (2012)

Figure 1 illustrates how hyperparameter space is populated by different search schemes. With Grid search nine trials are tested, and these hyperparameters are defined discretely while in Random Search the same nine trials are explored with hyperparameters defined continuously, increasing the chance to find a better result for the objective function.

The choice of grid search approach was properly laid out by Bergastra and Bengio (2012) where he describes that this technique gives researchers some degree of insight into hyperparameter response function; There is no technical overhead or barrier to optimization and is simple to implement. On the other hand, depending on the hyperparameter selection, processing power and time is needed for grid search.

Using $\lambda$ as a vector of hyperparameters. It can be composed of two or more hyperparameters for the functional form $\hat{f}$ with $N$ hyperparameters $\hat{f}_N$. Let’s define:

$$\lambda^1_N = \{\lambda_1, \lambda_2, ..., \lambda_N\}$$

(2)

where $\lambda^1_N$ is the first set of hyperparameters options for $\hat{f}_N$

$$\Omega = \sum_{i=1}^{T} \lambda^i_N.$$

(3)

then $\Omega$ is total Grid Search space containing all possible configurations for model training.

3. Methodology

The time series of daily observation is presented in figure 2 on the left-hand side. It is intended to forecast the next month’s daily levels. This decision is used to plan supply and human resources to fulfil those orders. Considering this, our approach is summarized as follows:
a) Our dataset is composed by time series daily observations; It contains multiple features that can be used as additional regressors to the model;

b) We selected the ES method with damped parameter, Seasonal ARIMA and Recurrent Neural Network LSTM as possible forecasting models;

c) The hyperparameters search space is defined for each model;

d) To overcome issues with overfitting we will apply a resampling process to the data while searching for the best hyperparameters;

e) Validation measures are chosen to select the best hyperparameters in each model;

f) An automated process is implemented for the items above;

When evaluating a model, we are interested in the performance of the model on data that was not used to train it. The size of our dataset provides us an opportunity to perform the out of sample validation in three steps as shown in figure 2 on the right-hand side:

a) Training set: Fit the models with the chosen hyperparameters and the objective function;

b) Validation set: Evaluate how well your model was trained by comparing the performance of the fitted models (best candidates).

c) Test set: How the best candidates for each model perform on unseen real-world data.

To simulate a real case scenario, we chose the test set to be a month daily forecast and decided to do this for 12 months which means 12 training, validation, and test dataset splits.

Additionally, we defined the periodicity (or frequency) for time series as 6 as shown in the embedded left-hand side in figure 2. This is the number of observations before the seasonal pattern repeats and is a crucial hyperparameter for all 3 models here used. Periodicity can be determined by looking in the auto-correlation function after removing the trend of the series.

3.1. Exponential Smoothing (ES) – Holt-Winters Method Hyperparameters

The Holt Winters method (Holt, 1957 and Winters, 1960), belongs to a class of exponential
smoothing methods that aims to capture the behavior of the time series, separating it in trend, season and error terms.

There are two variations to this method that differ in the nature of the seasonal component. The additive method is preferred when the seasonal variations are roughly constant through the series, while the multiplicative method is preferred when the seasonal variations are changing proportional to the level of the series (MAKRIDAKIS; WHEELWRIGHT; HYNDMAN, 1998).

By considering variations in the combinations of the trend and seasonal components, fifteen exponential smoothing methods are possible to simulate. This taxonomy was used in our simulation to calibrate and choose the best model and was introduced by Makridakis, Wheelwright and Hyndman (1998).

As the damping parameter (value from 0 to 1) can only be applied to the trend component, we removed the N(None) option. We want to damp the trend component, so it flattens over time instead of being linear.

<table>
<thead>
<tr>
<th>Hyperparameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trend</td>
<td>Additive, Multiplicative</td>
</tr>
<tr>
<td>Damping</td>
<td>True or False</td>
</tr>
<tr>
<td>Seasonal</td>
<td>Additive, Multiplicative or None</td>
</tr>
<tr>
<td>Seasonal Frequency</td>
<td>6</td>
</tr>
<tr>
<td>Damping phi parameter</td>
<td>0.2, 0.4, 0.6, 0.8, 0.95</td>
</tr>
<tr>
<td>Target Variable Transform</td>
<td>Yes (Box-Cox), No</td>
</tr>
</tbody>
</table>

Source: Elaborated by the author

Additionally, we added the well-known Box–Cox transform of the time series as a hyperparameter. The purpose of these transformations is to simplify the patterns in the historical data by making it more consistent (normal distributed) across the whole data set. Simpler patterns may lead to more accurate forecasts.

From equation 2 we have N = 6 consisting of all hyperparameters λ的可能性s for fitting an ES model and from equation 3 the total grid search space Ω = 120 configurations to be fitted and evaluated in the validation partition.

3.2 SARIMA Method Hyperparameters

The Box–Jenkins Autoregressive Integrated Moving Average (ARIMA) model (Box; Jenkins, 1976) has two variations, the non-seasonal model is written as ARIMA(p,d,q) where p is the
order of auto-regression (AR), d is the degree of first differencing involved, and q is the order of moving average (MA), while the seasonal model is an extension written as SARIMA(p,d,q)(P,D,Q)s where s denote the periodicity and P, D and Q are seasonal equivalents p, d and q. The possibilities of our grid search space are a lot higher for this model than for exponential smoothing. To narrow down possible candidates for each of the hyperparameters (autoregressive, stationarity, moving average and seasonal equivalents) we use the following definitions below:

a) Autocorrelation function (ACF): by measuring the autocorrelation \( c_k(y_t, k) = \frac{1}{n} \sum_{t=1}^{n-k} (y_t - \bar{y})(y_{t+k} - \bar{y}) \) for different number of time steps t we define the lags which are significant for the hyperparameter. This is done by plotting the ACF correlogram. The ACF plot can provide answers to what order can the observed time series be modeled with an MA model;

b) Partial Autocorrelation Function: The partial autocorrelation at lag k is the autocorrelation between \( y_t \) and \( y_{t-k} \) that is not accounted for by lags 1 through \( k-1 \);
\[
p_{ck}(y_t, k) = \frac{\text{Covariance}(y_t, y_{t-k} | y_{t-1}, y_{t-2}, ..., y_{t-k+1})}{\sqrt{\text{variance}(y_t | y_{t-1}, y_{t-2}, ..., y_{t-k+1}) \text{variance}(y_{t-k} | y_{t-1}, y_{t-2}, ..., y_{t-k+1})}}
\]
The PACF plot can provide answers to what order can the observed time series be modeled with an AR model.

c) Augmented Dickey Fuller Test for Stationarity (ADF): statistical significance test which the null hypothesis says that a unit root exists. Unit root is a characteristic of a time series \( y_t \) that makes it non-stationary, in other words, \( y_t = \alpha \cdot y_{t-1} + e \), where \( \alpha = 1 \). If series is non-stationary, we use levels up to 2 of the differencing order;
Table 2 - Hyperparameters Grid Search for SARIMA model

<table>
<thead>
<tr>
<th>Hyperparameters</th>
<th>Type</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autoregressive Order</td>
<td>1, 2, 3, 4, 5</td>
<td></td>
</tr>
<tr>
<td>Differencing Order</td>
<td>0, 1</td>
<td></td>
</tr>
<tr>
<td>Moving Average order</td>
<td>1, 2, 4, 5</td>
<td></td>
</tr>
<tr>
<td>Seasonal Autoregressive Order</td>
<td>0, 1, 2</td>
<td></td>
</tr>
<tr>
<td>Seasonal Differencing Order</td>
<td>0, 1</td>
<td></td>
</tr>
<tr>
<td>Seasonal Moving Average order</td>
<td>1, 2</td>
<td></td>
</tr>
<tr>
<td>Seasonal Frequency</td>
<td>6 days</td>
<td></td>
</tr>
<tr>
<td>Target Variable Transform</td>
<td>Yes (Box-Cox), No</td>
<td></td>
</tr>
</tbody>
</table>

Source: Elaborated by the author

Based on the ACF and PACF plots, table 2 shows the selected SARIMA orders. The autoregressive and moving average order of 6 was not included due to Seasonal order of 1 plays the same role in the model. From equation 2 and 3 we have $N = 8$, resulting in $\Omega = 960$ possible hyperparameters. Also, the Box-Cox transform options was added as a hyperparameter.

3.3 LSTM Method Hyperparameters

For LSTM we use the data normalization in the entire series $y_t$. Having different features with widely different scales fed to the model will cause the network to weight the features not equally. This can cause a false prioritization of some features over the others.

$$y'_t = y_t - \min(y) / (\max(y) - \min(y))$$  \hspace{1cm} (4)

Like SARIMA, the grid space possibilities can grow exponentially and there are some hyperparameters such learning rate and epoch size that significantly increase the model fitting time. Table 3 summarizes the hyperparameters and how the range were defined. To define the grid search space LSTM, we require the dataset input dimension and the network topology.

Table 3 - Hyperparameters Grid Search for LSTM model

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Type</th>
<th>Limit Definition</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Steps</td>
<td>Time-stamp input lag.</td>
<td>scatter plots of lags against the original series.</td>
<td>1, 6, 12</td>
</tr>
<tr>
<td>LSTM Layer</td>
<td>How deep the model will be.</td>
<td>One/two hidden layers can theoretically model most complex functions.</td>
<td>1, 2, 3</td>
</tr>
</tbody>
</table>
From equation 2 and 3 we have $N = 7$, resulting in $\Omega = 648$ possible hyperparameters.

### 3.4 Training and Evaluation Metrics
To evaluate the performance of the models during validation and testing, several used statistical metrics can be used (Shcherbakov et al. 2013). Table 4 shows the selected measures used in the algorithm both in the validation partition and test partition. A combination of these metrics is proposed for best hyperparameters and model selection.

#### Table 4 - Evaluation Metrics for validation and testing partitions

<table>
<thead>
<tr>
<th>Measure</th>
<th>Formula</th>
<th>Objective</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Squared Error</td>
<td>$MSE = x_1 = \frac{1}{T} \sum_{t=1}^{T} (y_t - \hat{y}_t)^2$</td>
<td>Model Performance</td>
<td>Absolute Error</td>
</tr>
<tr>
<td>Geometric Mean Absolute Error</td>
<td>$GMRAE = x_2 = \prod_{t=1}^{T} \frac{</td>
<td>y_t - \hat{y}_t</td>
<td>}{</td>
</tr>
<tr>
<td>Mean Direction Accuracy</td>
<td>$MDA = x_3 = 1 - \frac{1}{N} \sum_{t} 1_{\text{sgn}(y_t - y_{t-1}) = \text{sgn}(\hat{y}<em>t - \hat{y}</em>{t-1})}$</td>
<td>Model Performance</td>
<td>Absolute Error</td>
</tr>
<tr>
<td>Multi-Criteria Performance (MCP)</td>
<td>$MCP = (x_1 x_2 + x_1 x_3 + x_2 x_3) \frac{\sin\left(\frac{2\pi}{3}\right)}{2}$</td>
<td>Model Selection</td>
<td>Relative Error</td>
</tr>
</tbody>
</table>

Source: Elaborated by the author
For the relative error metric GMRAE we chose the benchmark value $y_t^*$ to be the previous time series step observation also known as Naïve Method. The result we expect when choosing a model measure both performance and selection type of errors (column Objective of table 4). For this reason, a combination of those metrics was used in what we define as multi-Criteria Performance index. A proposal of this metric was used by Parmezan, Souza and Batista (2019). To evaluate if the best results were achieve from the training dataset, the validation partition is used and the performance is measured.

4. Validation and Test Partition Results

For each of the 12 splits of our dataset, we choose the hyperparameters with the lower MCP. Table 5 shows the best hyperparameters chosen for each split by measuring the validation partition with the multicriteria performance index.

<table>
<thead>
<tr>
<th>Split</th>
<th>ES Best Hyperparameters</th>
<th>ES MCP</th>
<th>SARIMA Best Hyperparameters</th>
<th>SARIMA MCP</th>
<th>LSTM Best Hyperparameters</th>
<th>LSTM MCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>['mul', 'mul', 6, 2, False]</td>
<td>0.65</td>
<td>[4, 0, 4, 2, 1, 1, 6, 'c', False]</td>
<td>0.34</td>
<td>[1, 3, 50, 4, 0.1, 200, 0.001]</td>
<td>0.31</td>
</tr>
<tr>
<td>2</td>
<td>['mul', 'mul', 6, 0.95, False]</td>
<td>0.57</td>
<td>[3, 1, 4, 0, 1, 2, 6, 'c', False]</td>
<td>0.42</td>
<td>[6, 2, 50, 12, 0.01, 200, 0.01]</td>
<td>0.42</td>
</tr>
<tr>
<td>3</td>
<td>['mul', 'mul', 6, 0.2, False]</td>
<td>0.4</td>
<td>[4, 1, 5, 1, 1, 2, 6, 'c', True]</td>
<td>0.33</td>
<td>[6, 1, 50, 4, 0.1, 200, 0.01]</td>
<td>0.25</td>
</tr>
<tr>
<td>4</td>
<td>['mul', False, 'add', 6, 0.95, True]</td>
<td>0.43</td>
<td>[1, 3, 1, 1, 1, 2, 6, 'c', True]</td>
<td>0.28</td>
<td>[1, 2, 50, 2, 0.1, 200, 0.01]</td>
<td>0.24</td>
</tr>
<tr>
<td>5</td>
<td>['mul', False, 'mu', 6, 0.8, False]</td>
<td>0.45</td>
<td>[1, 0, 1, 1, 1, 6, 'c', False]</td>
<td>0.32</td>
<td>[1, 3, 100, 2, 0.1, 200, 0.001]</td>
<td>0.26</td>
</tr>
<tr>
<td>6</td>
<td>['add', 'True', 'mu', 6, 0.4, False]</td>
<td>1.02</td>
<td>[4, 0, 4, 0, 1, 1, 6, 'c', False]</td>
<td>0.37</td>
<td>[1, 3, 50, 2, 0.1, 200, 0.001]</td>
<td>0.29</td>
</tr>
<tr>
<td>7</td>
<td>['mul', False, 'mu', 6, 0.8, False]</td>
<td>0.43</td>
<td>[4, 1, 5, 0, 1, 1, 6, 'c', True]</td>
<td>0.33</td>
<td>[6, 3, 50, 12, 0.1, 200, 0.01]</td>
<td>0.27</td>
</tr>
<tr>
<td>8</td>
<td>['mul', False, 'mu', 6, 0.95, False]</td>
<td>0.63</td>
<td>[5, 0, 2, 0, 1, 2, 6, 'c', False]</td>
<td>0.34</td>
<td>[12, 3, 50, 2, 0.01, 200, 0.001]</td>
<td>0.32</td>
</tr>
<tr>
<td>9</td>
<td>['add', 'False', 'add', 6, 0.2, True]</td>
<td>0.38</td>
<td>[4, 1, 4, 2, 1, 2, 6, 'c', True]</td>
<td>0.31</td>
<td>[12, 1, 50, 12, 0.1, 200, 0.01]</td>
<td>0.32</td>
</tr>
<tr>
<td>10</td>
<td>['mul', False, 'mu', 6, 0.95, False]</td>
<td>0.68</td>
<td>[5, 1, 5, 0, 1, 2, 6, 'c', False]</td>
<td>0.3</td>
<td>[12, 1, 100, 4, 0.1, 200, 0.001]</td>
<td>0.25</td>
</tr>
<tr>
<td>11</td>
<td>['mul', 'True', 'mu', 6, 0.2, False]</td>
<td>0.99</td>
<td>[2, 0, 4, 1, 1, 2, 6, 'c', False]</td>
<td>0.26</td>
<td>[12, 1, 50, 6, 0.01, 200, 0.001]</td>
<td>0.26</td>
</tr>
<tr>
<td>12</td>
<td>['mul', False, 'add', 6, 0.2, True]</td>
<td>0.37</td>
<td>[1, 0, 1, 0, 1, 2, 6, 'c', False]</td>
<td>0.23</td>
<td>[12, 1, 50, 12, 0.01, 200, 0.001]</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Source: Elaborated by the author

From table 5, exponential smoothing model has higher MCPs when comparing to SARIMA and LSTM in the validation partition, a result that was expected since the functional form has lower flexibility than SARIMA and LSTM. Whether the latter two have achieved a good generalization will be seen at the test partition, but overfitting was avoided as we have not seen any spikes in the MCP measure.

The difference set of hyperparameters observed in each split shows the importance to consider new available data to recalibrate the model for a new prediction.

We can now measure the test partition results to select the best model. By applying the best hyperparameters from table 5 in each test partition (simulated real life data) we can see how each model performed.
According to MCP criteria the LSTM model had better results in 9 months of the 12 months in the test partition. Overall average result for MCP is far better with LSTM than with the other two models. We can also see how all other metrics are lower on average for LSTM. This indicates that LSTM has indeed generalized better than ES and SARIMA and has not overfitted the data.

4.1. Choice of Model deployment

Through this methodology, it was possible to automate the model calibration and hyperparameter selection using the multi criteria performance index with a few manual inputs. Moving forward, LSTM is the choice for deployment through our sales forecasting portfolio. The downside is the grid search process that takes much more time than parametric models and depending on the number of splits in the dataset this can become computing cumbersome. We observed 12 times more length in the process for LSTM than SARIMA.

Figure 4 summarizes the automated process. After the model is selected, the hyperparameters...
are evaluated monthly to capture changes in the trend levels, seasonality and other features that contribute to the forecasting. With our automated process this can be done without much intervention from expert knowledge.

5. Conclusion

In the proposed process, an automated approach based on grid search framework for parametric/non-parametric models is employed, aiming to reduce the dependence on expert knowledge. Such an automated system is more flexible, adaptative and efficient when dealing with multiple time series datasets that require forecasting.

The different models and calibration methods for time series can be challenging to implement in a business environment without a pre-defined process. The implementation time for better accuracy can conflict with the speed that analysts or management needs to have when making a decision. This can lead to very simple assumptions and not much accuracy. The process described here aims to overcome these challenges that once implemented can be easily scaled.
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